
An Evolutionary Programming Hyper-heuristic
with Co-evolution for CHeSC’11

David Meignan

Department of Mathematical and Industrial Engineering
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Abstract. We present an Evolutionary Programming Hyper-heuristic
(EPH) implemented for the Cross-Domain Heuristic Search Challenge
2011. The proposed method combines an evolutionary programming ap-
proach and co-evolution. The solving process of EPH consists in evolving
a population of solutions by applying heuristics sequences. The heuris-
tics sequences are also in a population and evolve according to their
performances.

1 Method principles

EPH (Evolutionary Programming Hyper-heuristic) is a hyper-heuristic of selec-
tion with online learning mechanisms [2], implemented using HyFlex framework
[1]. EPH is based on evolutionary programming approach and co-evolution. Two
populations evolve during the solving process; a population of solutions, and a
population of heuristics sequences. The set of heuristics sequences corresponds to
the search strategy which evolves through mutations and selections. The popula-
tion of solutions and the population of heuristics sequences co-evolve in the sense
that evolution of solutions is done by the application of heuristics sequences, and
evolution of heuristics sequences is related to their efficiency on current solutions.

1.1 Solutions population

The structure and process related to the population of solutions is quite simple.
The population is composed of a set of N solutions. These solutions are used
to evaluate heuristic sequences. This evaluation of heuristics sequences is the
main process to produce new solutions. To evaluate a heuristics sequence, one
or two solutions are chosen in the population. Then, the sequence of heuristics
is applied on these solutions. Finally, the resulting solution is inserted in the
population if it meets acceptance criteria.

The initial set of solutions is generated using the default heuristic of genera-
tion. The choice of the solutions for evaluating heuristic sequences is “random”
(following the order of indexes in the population of solutions). After the applica-
tion of a heuristics sequence, the resulting solution is inserted in the population
if its cost is better than at least one cost in the population of solutions, and



its cost is different to all costs in the population of solutions. When a solution
is inserted in the population it replaces the worst solution and the size of the
population remain the same.

1.2 Population of heuristics sequences

The set of heuristics sequences corresponds to the search strategy that evolves
during the solving process. The population is composed of a set of S heuristics
sequences based on the same pattern. A sequence consists of a set of perturbation
heuristics and a set of local search heuristics with an intensity value associated
to each perturbation and local search heuristics. These two phases are similar to
the “intensification/diversification” scheme in coalition-based metaheuristic [4].
The perturbation part contains one or two heuristics of perturbation: mutation,
crossover or ruin-recreate. If this part contains two heuristics, they must be of
different types, and crossover must be in first position. The local search phase
contains all local search heuristics available for the problem. Application of a se-
quence starts by running once the perturbation heuristics with their respective
intensity parameters. When a heuristic is applied, the resulting solution serves as
initial solution for the next heuristic in the sequence. Then, local search heuris-
tics are either applied once, or applied using a Variable Neighborhood Descent
(VND) strategy [3]. Both local search strategies use the intensity parameters
and the order of local search heuristics specified by the sequence. The choice
between VND and unique application of local search heuristics is determined in
a initialization phase of the hyper-heuristic.

The initial population of heuristics sequences is randomly generated. This
population evolves until the end of the solving process by mutation and se-
lection. To obtain a new generation, a mutation is applied on each heuristics
sequences and doubles the size of the population. Then, the heuristics sequences
are selected using tournament selection that evaluates heuristics sequences by
applying it. The new generation consists of the heuristics sequences that win the
tournaments.

Four mutation operators are defined for heuristics sequences. They have the
same probability of being applied. The first mutation consists in modifying all
values of intensity parameter for the perturbation part of the sequence. The
second mutation randomly adds, replaces or removes a perturbation heuristic
while limiting the size of the perturbation part to one or two heuristics. The
third mutation modifies all values of intensity parameter for the local search
phase of the sequence. The last mutation randomly changes the order of local
search heuristics.

The selection of heuristics sequences is performed on the population of par-
ent sequences added to the mutated sequences. Each tournament confronts two
randomly chosen sequences. The competing sequences are removed from the ini-
tial population and the winning sequences form the new generation. The winner
of a tournament is the sequence that scores most on r rounds. A round consists
in applying the two sequences on a same initial solution (and a second solution
for crossover). The criteria for winning a round are; first the insertion of the



resulting solutions in the population of solutions; then the value of the resulting
solutions. If sequences are tied after the rounds, the oldest heuristics sequence
is selected and added to the new generation.

2 Parameter setting

The parameters of EPH are the following:

– N , the size of the population of solutions,
– S, the size of the population of heuristics sequences,
– r, the number of rounds for the selection of sequences,
– the type of strategy for applying local search heuristics (VND—single appli-

cation).

The parameter r is fixed to 3 regardless to the solved instance. The size S of the
population of sequences is set to the value of the number of heuristics available
for the problem. The size of the population of solutions and the type of strategy
for local search is determined from a “profile” of the problem. The profile is a
set of values that characterize the heuristics operation on the solved instance.
The objective of this profile is not to “recognise” the instance but to analyze the
behavior of heuristics on the instance.

The profile values are computed in a preliminary phase of the hyper-heuristic.
This profiling phase records the average time of each heuristics on five runs, and
analyses five VND local searches. These sample VND local searches and the
average times allow determining the following values:

– Estimated number of heuristic applications in the time limit,
– average number of solution improvements during VND,
– estimated number of VND applications in the time limit,
– ratio of VND that failed in producing a better solution than a single appli-

cation of local search heuristics on randomly generated solutions in the same
duration than a VND.

The size of the population and the type of local search is determined from
these parameters. If the estimated number of heuristic applications is very low,
a small size of solutions population is set and local search strategy based on
single application of heuristics is used. If the VND failure ratio is low, a small
population of solutions and the VND local search strategy are preferred. A high
value for the average number of solution improvements and a high value of
estimated number of VND applications in the time limit favor a large population
of solutions.

3 Tricks for the competition

In addition to the global solving process described above, the following elements
have been added to improve the results of EPH:



– From 75% of elapsed time, the best solution of the population is regularly
intensified with local search heuristics.

– The VND allows several attempts for improving a solution using a local
search heuristic. The number of attempts is increased if it conducts to im-
provements. This mechanism is disabled when it does not conduct to any
additional solution improvement after the first sequences generation.

– Solutions generated during the profiling phase are used in the initial popu-
lation of solutions.
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